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Abstract

An EMCCD camera, designed from the ground up for extreme flir imaging,

is presented. CCCP, the CCD Controller for Counting Phqgtbas been integrated
with a CCD97 EMCCD from e2v technologies into a scientific eaanat the Labora-
toire d’Astrophysique Expérimentale (LAE), Universidé Montréal. This new cam-
era achieves sub-electron read-out noise and very low Globlkced Charge (CIC)
levels, which is mandatory for extreme faint flux imagingh#ts been characterized
in laboratory and used on the Observatoire du Mont Mégdn€em telescope. The
performance of the camera is discussed and experimengalildt the first scientific
data are presented.

Subject headings: Astronomical instrumentation, Data analysis and techesgGalax-
ies.

1. Introduction

The advent of Electron Multiplying Charge Coupled DeviceMCCD) allows sub-electron
read-out noise to be achieved. However, the multiplicgpi@mtess involved in rendering this low
noise level is stochastic. The statistical behaviour ofghin that is generated by the electron
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multiplying register adds an excess noise factor (ENF) thathes a value ¢f'/? at high gains
(Stanford, M.R. and Hadwen, B.J. 2002). The effect on theaip-noise ratio (SNR) of the
system is the same as if the quantum efficiency (QE) of the EDI@Guld be halved. In this
regime, the EMCCD is said to be in Analog Mode (AM) operation.

Some authors proposed offline data processing to lower thadtrof the ENF (Lantz et al.
2008; Basden et al. 2003) in AM operation. However, one caranme completely the ENF,
without making any assumption on the signal’s stabilityogsrmultiple images, only by consid-
ering the pixel binary and by applying a single thresholdhe pixel value. The pixel will be
considered as having detected a single photon if its valogiter than the threshold and none if it
is lower. In this way, the SNR will not be affected by the ENFK d@hne full QE of the EMCCD can
be recovered. In this regime, where the EMCCD is said to bdéatdh Counting (PC) operation,
the highest observable flux rate will be dictated by the rawehach the images are read-out; a
frame rate that is too low will induce by coincidence losses.

However, at a high frame rate, the Clock Induced Charges)(8&€ome dominant over the
other sources of noise affecting the EMCCD (mainly dark @pi€IC levels in the range of 0.01
— 0.1 were typically measured (Tulloch 2008; Wen et al. 26€38; Technologies 2004) on a
512x512 CCD97 frame transfer EMCCD from e2v Technologies. Euemlaw read-out speed
of one frame per second, these CIC levels are at least an @frdeagnitude higher than the dark
noise. Thus, one wanting to do faint flux imaging with an EMC{SBtuck with two conflicting
problems: a low frame rate is needed to lower the impact ofat@@ whilst a high frame rate is
needed if a reasonable dynamic range is to be achieved.

In order to make faint flux imaging efficient with an EMCCD, t6&C must be reduced to a
minimum. Some techniques were proposed to reduce the CI®ERRO06; Daigle et al. 2004;
Mackay et al. 2004; Gach et al. 2004; e2v Technologies 20#Zeslck 2001) but until now, no
commercially available CCD controller nor commercial caasewere able to implement all of
them and get satisfying results. CCCP, the CCD ControlleClmunting Photons, has been de-
signed with the aim of reducing the CIC generated when an EPI@&CQead out. It is optimized
for driving EMCCDs at high speed> 10MHz), but may be used also for driving conventional
CCDs (or the conventional output of an EMCCD) at high, motgrar low speed. This new con-
troller provides an arbitrary clock generator, yieldingraihg resolution of~20ps and a voltage
resolution of~2mV of the overlap of the clocks used to drive the EMCCD. Tlegfrency compo-
nents of the clocks can be precisely controlled, and the-oltek capacitance effect of the CCD
can be nulled to avoid overshoot and undershoots. Usingahnisoller, CIC levels as low as 0.001
— 0.002 event per pixel per frame were measured on thex512 CCD97 operating in inverted
mode. A CCD97 driven by CCCP was placed at the focus of the EahWl instrument (Gach et
al. 2002; Hernandez et al. 2003) to replace its photocathaded Image Photon Counting System
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(IPCS). In this article, the important aspects of PC and AMrafions with an EMCCD under
low fluxes are outlined in section 2. In section 3, CCCP penfoice regarding these aspects is
presented. Finally, in section 4, scientific results olgdiat the telescope are presented.

2. Faint flux imaging with an EMCCD
2.1. The cost of sub-electron read-out noise

The multiplication process that allows an EMCCD to reach-sl¢otron read-out noise is
unfortunately stochastic. Only tlmean gain is known and it is not possible to know tkect gain
that was applied to a pixel’'s charge. This uncertainty onghi@ and thus on the determination
of the amount of electrons that were accumulated in the miaetes errors on the photometric
measurements. This uncertainty can be translated in algmsm@ise ratio (SNR) equation as an

ENF, F, as follows:

SNR = S . 1)

Oreal
s + ?

Here,S is the amount of electrons that were acquired @mntie mean gain achieved by the multi-
plication register. At high gaint™? reaches a value of 2 and its effect on the SNR is the same as if
the QE of the EMCCD was halved (Stanford, M.R. and Hadwen,Z8002).

The effect of the ENF on the output probability of the EM stafjithe EMCCD is outlined by
figure 1, left panel. The overlapping output probabilitiégifferent input electrons is the result of
the ENF. Its impact on the SNR is shown in the right panel. Tlatepu at 0.707 of relative SNR
is the effect of an ENF of valug’2. This figure also compares the relative SNR of a conventional
CCD (G = 1) operated at 2 and 10 electrons of read-out noise.

Thus, for fluxes lower thar-5 photons per pixel per image, the EMCCD in AM operation
out-performs the low-noiser(= 2 electrons) conventional CCD. This does not take intoacttine
duty cycle loss induced by the low speed readout of the loisen@CD. Since most of the EMCCD
actually available are of frame transfer type, virtuallyintegration time is lost due to the read-
out process and this would advantage even more the EMCCDaraahpo the conventional CCD.
In AM operation, the maximum observable flux per image is afiom of the EM gain of the
EMCCD and the integration time should be chosen to avoid-atbun.

This ENF affects the SNR only when one wants to measure mareahe photon per pixel. If
one assumes that no more than one photon is to be accumutlai@al consider the pixel as being
empty if the output value is lower than a given threshold tediby one photon if the output value
is higher than the threshold. The threshold is determinéglysby the real read-out noise of the
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Fig. 1.—Left: Output probability of the amplification register of an EMDCfor a mean gain of
3000 plotted for various amount of input electronsThe overlapping regions are the result of the
ENF induced by the multiplication procefRight: Relative SNR as a function of the photon flux
per image, the read-out noise of the EMCCD and its operatiig A saturation level 0200000

electrons is assumed, the read-out noise is 50 electrorssinbted, the dark noise and CIC are
neglected.
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Fig. 2.—Left: Proportion of noise events counted in photon counting naxda function of the
threshold, expressed in Right: Photon fate in photon counting mode. The continuous lirevsh
the proportion of counted photons, the dashed-dotted line/s the proportion of events lost in the
read-out noise (due to therShreshold), the dashed line shows the proportion of evestsiue to
coincidence and the dotted line shows the proportion oéfalgents that would be attributable to
the read-out noise.

EMCCD. Typically, a threshold of&allows one to avoid counting false events due to the read-out
noise (see figure 2, left panel). Thus, even if the exact gastill unknown, it has no impact since

it does not enter in the equation of the output value. In tpisrating mode, the ENE, vanishes

by taking a value of 1 (Stanford, M.R. and Hadwen, B.J. 200&g[@ et al. 2008§).

Counting only one photon per pixel does have its drawbacksiigh fluxes, coincidence
losses become important (figure 2, right pannel, contin@gmasdashed line). The only way of
overcoming the coincidence losses is to operate the EMCGDhagher frame rate. In order to
lose no more than 10% of the photons by coincidence lossefame rate must be at least 5 times
higher than the photon flux. This requires that the EMCCD lkeraied at high speed (typically
10MHz) in order to allow moderate fluxes to be observed.
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2.2. The need for high EM gain

Figure 2 gives a hint of another aspect of the PC operatianrdtio of the gain over the real
read-out noise is important. Since PC operation involvgsyamy a threshold that is chosen as
a function of the real read-out noise, the EM gain that isiagpio the pixel’'s charge will affect
the amount of events that can be counted. Figure 1 showsdhatihput electron, the highest
output probability of the EM register is... 1 electron. Theuses an appreciable proportion of
events ending-up buried in the read-out noise. The prapodf events lost in the read-out noise,
e;, which is the proportion of the events that come out of the ENICat a value lower thanut
electrons, can be estimated by means of the following cortiei:

cut

Z f(n, A) % p(x,n, Q)

1—f(0,)\) ’
where f(n, \) is the Poissonian probability of havingphotons during an integration period un-
der a mean flux of\ (in photon/pixel/frame) ang(z, n, ) is the probability of having: output
electrons whem electrons are present at the input of the EM stage at a gdih ®his probability

is defined by

(2)

€ =

xn—le—x/G

p(z,n,G) = Gin= 1) 3)

Figure 3 translates the importance of having a high gain meaudl-out noise ratio into a de-
tection probability as a function of th&/o ratio. An EMCCD that is operated at an EM gain of
1000 and has a read-out noise of 50 electrons will allow ncenttoan 78% of the photons to be
counted. In order to count 90% of the photons, one would hawsé an EM gain of 2500 for the
same read-out noise. It is the ratio of the gain over the ezal+out noise that sets the maximum
amount of detected photons. Thus, even if an EMCCD is cap#Hldab-electron read-out noise,
its effect is not completely suppressed. The read-out ratibaffect the quality of the data if the
EM gain is not high enough.

2.3. The dominance of Clock Induced Charges

When an EMCCD is operated under low fluxes at high gain and frayhe rate, a noise
source that is usually buried into the read-out noise of aseational CCD quickly arises: the
Clock Induced Charges (CIC) (e2v Technologies 2004). The &k charges that are generated
as the photo-electrons are moved across the CCD to be read lo&tCIC noise may appear as
dark noise except that it has no time component. It is onlymthe CCD is read out that the CIC
occur. Thus, the higher the frame rate, the higher the CIC.
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Fig. 3.— Maximum proportion of counted photons as a functbthe gain over read-out noise
ratio, for a & threshold

Figure 4 shows the effect of the CIC on the SNR of an EMCCD. Quekdy realizes that, at
30 fps, the CIC dominate over the dark noise even for a CId kvdéow as 0.0001 electron per
pixel per image (top left panel). In AM, at 1 fps, the CIC doat for levels higher than 0.001
(top right panel). In order to lower the impact of the CIC, aoald chose to operate the EMCCD
at a lower speed (higher integration time). The effect «f thioice is outlined in the bottom panels
of the figure (assuming a CIC level of 0.001). It shows that@dhd AM mode, there is little
advantage of operating the EMCCD at less thdh5 fps. For a given CIC level, the maximum
exposing time should be dictated by the time needed for thertzse to dominate (about twice
as high as the CIC). Moreover, the losses due to saturatioh\i) or by coincidence (in PC) are
becoming more important, and the rising of the integratimgtreduces the dynamic range of the
images without providing a gain in SNR at low flux. Thus, thisra minimum frame rate at which
the EMCCD should be operated, either in AM or PC. For a lowamk rate, there is no further
gain in SNR to achieve at low fluxes and losses occur at higles$lux

Another problem with the CIC is that it is dependent of the Eding(see section 3.2). The
higher the EM gain, the higher the rate at which the CIC is geed. Thus, in order to reach the
high EM gain needed for faint flux imaging (30-50 times thealreat noise), one must really tame
the CIC down to low levels.
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3. CCCP performance

The camera built using CCCP and a CCD97 (hereafter CCCP/ZLD8s used to gather
experimental data and to compare the performance of the G@@G#oller against an existing,
commercial, CCD97 camera (namely the, Andor iXds 897 Bl camera, hereafter the Andor
camera). The CCCP/CCD97 performance is also presentedsoiug® numbers. All the data
presented, for both cameras, were gathered at a pixel ra@ dHz.

3.1. Real and effective read-out noise

The real read-out noise of CCCP/CCD97 was measured at 10Midix@ rate using the
photon transfer curve method using a faint, constant ilhation and a varying integration time.
For this technique, the variance of the images is plottedthagéhe mean signal (read Janesick
2001 for a detailed explanation of this technique). Thisiteégue yields both the read-out noise
and the reciprocal gain (electrons/ADU) of the CCD.

Figure 5 shows the measurement for both the real and thetieffeead-out noise of CCCP
/CCD97. The various plots of the left panel show that the reatl-out noise is not dependent
of the EM gain. Indeed, there is no reason why the read-owsenof the EMCCD could not be
affected by the EM gain. The clocking of the High Voltage (H39ck could induce substrate
bounce, EMI or cross-talk and increase the real read-osendvioreover, the reciprocal gain of
the charge domain (after amplification) of the EMCCD coukbathange if the output amplifier,
for example, would not be linear. The good concordance othlihee data sets of the left panel
shows that the real read-out noise and the reciprocal gaiheoEMCCD are stable. One can
assume that the effective read-out noise of the CCCP/CCBfAbe calculated by means of

O =
Oeff = % (4)

whereos—; is the read-out noise calculated at an EM gain of 1 & the gain at which the
EMCCD is operated.

3.2. Clock Induced Charges

In order to measure the CIC generated during a read-out &M@CD, many (& 1000) dark
frames were acquired. These frames were exposed for theeshperiod of time (to minimize
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Fig. 5.— Measurement of the real and effective read-outenoisCCCP/CCD97 at a pixel rate of
10MHz. Left: Photon transfer curve of CCCP/CCD97 at an EM gain of 1. Flegns represent
data and the curve represents the best fit to theseRaghat: Effective read-out noise as a function
of the EM gain. The+ signs represent the measured effective read-out noisegasured by
the photon transfer technique. The plain line represem®ttective read-out noise expected by
measuring the read-out noise (by taking the standard dewiaf the signal) and dividing it by the
measured EM gain. The dotted line represents the read-oag nteasured & = 1 (left panel)
and dividing it by the EM gain. See text for explanations.
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Fig. 6.— Measurement of all the events generated duringead out processleft: including
dark noiseRight: excluding dark noise.

the dark noise) and in total darknéssThen, the histogram of all the frames is fitted with the
EM output probability equation (equation 3), assuming thas always 1. For very low event
rates (in this casey0.003 event per pixel per frame), this assumption has bfffiect on the CIC
measurement. This gives at the same time the EM dgajrand the mean amount of events per
pixel. The histogram fitting has also the advantage of sealintpe events that are generated in
the image area, storage area and in the conventional htalz@gister, even the ones buried in
the read-out noise. This is mandatory if the CIC levels ateetcompared at different EM gains.
Obviously, simply counting the events that are avatireshold would yield lower CIC levels for
lower gains as more events would end up in the read-out nasall figure 3). It is beyond the
scope of this paper to describe the algorithm in detailhis code also calculates the mean bias
(CIC+dark free) of all the frames and gives the real readrmige. The bias calculated by the
routine can then be used to remove the bias from light frames.

When a zero integration time is used, or when both the imagestorage regions of the
CCD are flushed prior to the read-out (dump of the lines thihahg Dump Gate) the dark signal

1For CCCP/CCD97, two frame transfers were done before rgamlin, yielding a 0-s integration time. However,
dark signal is generated during the read-out.

?Interested readers are invited to gohtip://www.astro.umontreal.ca/ ~odaigle/lemccd  to read
more about it and see the IDL code.
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Fig. 7.— Comparison of the SNR of a CCCP/CCD97 and the Andoreta. Comparisons are
normalized with a perfect photon counting device. Both casidave a QE of 80%, a dark noise
of 0.001 electron per pixel per second and a saturation 200000 electrons. For CCCP, the
gain over read-out noise ratio is 30 and the CIC rate is 0.0628 the commercial camera, the
gain over read-out noise ratio is 16 and the CIC rate is 0.0084o0th cases, the effect of bad
events is neglectedop left: Cameras operated in PC. Both cameras are running at 30Snaene
second.Top right: Cameras operated in AM. Both cameras are running at 1 fraaneqzond.
Bottom: Efficiency comparison, showing the ratio of the time neettectach a given SNR at a
given flux, between CCCP/CCD97 and the Andor Camera.
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Fig. 8.— Effect of a bad CTE on EMCCD images taken with a conumaéicamera and with
CCCP/CCD97. Dark images are taken at high gain and were azbantfalse-colored to enhance
details. Both cameras were operated at&33 eft: Andor camera. We clearly see some pixels
that are leaking in the horizontal direction (circled). Téwent rate (dark+CIC) measured on this
camera is 0.0084 electron per pixel per image. The gain @ast-out noise ratio is 22. The bad
event rate measured is 4.6% (see text for a definition of badteate) Right: CCCP. Pixels leak
are far less apparent. One could note that there is alsoVesssesince the CIC level is lower in
CCCP’s images. The event rate (dark + CIC) measured is 0.00t8 gain over readout noise
ratio is 22. The bad event rate is 0.3%.
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generated during the readout can further be removed bygfitslope of the mean signal from the
first line read to the last one. This yields the dark count pateread-out line. This allows the CIC
to be completely disentangled from the dark noise.

The Andor camera is advertised as having a CIC+dark level@i®electron per pixel per
imagé at an EM gain of 1000 for a 30-ms integration time at>®5The CIC + dark noise rate
measured on such a camera, using the histogram fitting tiiggris 0.0084. This discrepancy may
come in part from the fact that the measurement method ugbdiarticle measures all the events
instead of counting only the events that are abavéhich is the way Andor is characterizing its
cameras, as stated in their datasheets). This camera iapatile of higher EM gains and it is thus
not possible to measure the CIC at higher gains. Obtaininglaeh EM gain is just a matter of
producing an HV clock that has a higher amplitude. The Andonera could probably be used at
higher EM gain but it is limited by software at 1000. Howe\as,it will be shown in section 3.4,
the higher the EM gain, the higher the sensitivity of the ENMhda the amplitude of the HV clock.
Thus, greater gain must come with greater stability of thedibék. Moreover, a higher EM gain
means a higher CIC level.

Figure 6 shows the level of CIC that was measured on CCCP/CGD4different operating
temperatures. At an EM gain of 1000, the amount of eventibatable to the CIC is of the order
of 0.001 electron per pixel per image. At an EM gain of 250@, @iC level reaches 0.0014 —
0.0018. This figure also shows that the CIC is not, or at mosklyedependent on the operating
temperature. Figure 7 compares the SNR of the CCD97 drived@@P and the Andor camera,
using the EM gain and CIC levels measured.

3.3. Charge transfer efficiency

Having a high gain, a low CIC and a low real readout noise ateheoonly factors that are
needed to render the faint flux imaging efficient. The Chanmgm3fer Efficiency (CTE) of the
EM register, that is, the efficiency at which the electroresraoved across the EM register, plays
an important role. If this CTE is too low, some of the eleck@omposing a pixel will not be
transferred when they should be and they will lag in the feitg pixels. In images, these lagging
electrons will be seen as a tail lagging behind a bright pik&gure 8 shows the effect of an EM
CTE that is not optimum (left panel, circled events). Thesaking pixels are polluting adjacent
pixels by raising their value. They can then be counted aslpbeing stroked by a photon while
they were not. This creates a source of noise.

8In the datasheet available ahttps://www.andor.com/download/download_file/?file=
L897SS.pdf
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Fig. 9.— Fraction of bad events as a function of the EM gaintantperature (iAC), as measured
with CCCP/CCD97. The bad event rate shown in this figure isnatpensated from the natural
rate at which two adjacent events can occur.

For means of comparison, one could define a scenario thatvediolw thesebad pixels to
be identified and counted. If one takes dark frames, thenekjpected to count only dark and
CIC events. If, say, the rate of events in these images isé0it per pixel per image, there is,
assuming a Poissonian process for the generation of theathaCIC, only 1% chances that an
event would immediately follow another. Then, by counting &amount of events that are adjacent,
it is possible to know the amount of events that are due to aldedTE.

In the left panel of figure 8, the mean CIC+dark rate measig€dd084 event per pixel per
frame*. Thus, there should be no more than 0.84% of the events thatlbe adjacent. However,
there are 5.5% of the events that immediately follow onefarotThe excess amount of adjacent
events (4.6%) must come from the bad CTE. In other wordsngarey event in an image (dark,
CIC or photo-electron), there are 4.6% chances that it willdilowed by a bad event.

In the left panel of the figure, the bad event rate is measurbd 0.46%, where the expected
rate is 0.18%. Thus, one can tell that at~@%and at a gain over read-out noise ratio of 22, there
are only~0.3% of bad events in the CCCP/CCD97 camera. Thus, even iF&XHM gain can be

4The measurements of tied eventsinvolved about a thousand dark frames, not just the zoongidnef figure
8.
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higher than the one of the Andor camera, the first has a bad eatenmuch lower, which means
that the CTE figure of the EMCCD can be better handled with CCCP

The deterioration of the CTE increases with both the EM gaththe low temperature of the
CCD (figure 9). Adjustments to the clocking (clock overlaftages, clock frequency components,
clock high and low levels, ...) were performed after thesasneements were made and better CTE
figures are now accomplished, as can be seen in figure 8. Howlesdehaviour of the CTE as a
function of the temperature and gain is maintained: the badtaate rises with the EM gain and
with lower temperatures.

3.4. Gain stability

The stability of the gain of an EMCCD is important as it wilfedt the photometric measure-
ments. The gain of the EM register is very sensitive to theatians of the HV clock. The higher
the gain, the higher the sensitivity to the HV clock ampléyéigure 10, bottom panel). At a high
gain, a variation of 1 volt in the amplitude of the HV clock repents more than a two-fold varia-
tion of the EM gain. This means that, in order to achieve a gtihility of the order of a percent,
the HV clock must be stable within5 mV. The EM register is also sensitive to the temperature
(figure 10, top panel). In the EM gain regime shown, the teapee must be controlled within
+/-0.2°C in order to achieve a gain stability of +/-1%.

3.4.1. Gain stability over time

The stability of the EM gain of CCCP/CCD97 has been measuyethking dark images
continuously at high gain{/o ~ 30), moderate frame rate (10 fps) and at a temperature 6685
In total, 30000 images were acquired. Then, the EM gain cfehmages was determined using
the usual algorithm. The algorithm used a window of 400 freumet of the 30000 and slid 400
frames every iteration. Thus, 75 data points were produeach representing about 40 seconds.
The results are shown in figure 11, left panel. The error batisis figure are calculated as follow:

2
€ = G N (5)
n
whereG is the EM gain measured amdis the amount of events that were used to obgairThe

constan® is used to account for the ENF of the EMCCD.

The gain variation over the time is thought to be due to thatian of the temperature, rather
than the variation of the HV clock amplitude. The tempemontroller used to gather these data
has an accuracy slightly worse than +/C1
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Fig. 10.—Top: Sensitivity of the EM gain to the temperature of the EMC@&0ttom: Sensitivity
of the EM gain to the maximum level of the HV clock.

3.4.2. Gain stability over frame

The EM gain must also be stable through an image or, at ldastariation must be well
characterized. EM gain variation may come from the HV cloclphtude that can take some time
to stabilize at the beginning of the frame, given that the B¢k is turned off during the integration
time. Even if the HV clock is kept running during the integoattime, the capacitive coupling
between it and the conventional horizontal clocks can iedaiczariation of the HV amplitude
when they are activated and, consequently, a variationeofém.

The 30000 frames used in section 3.4.1 where used once agaiedsure the gain over the
image. The EM gain was determined on a per-line basis ratherdan an image basis. Then, lines
were binned by 8 to increase the SNR (given equation 5). Tialdg/the right panel of figure 11.

One can see that the HV clock takes about 32 lines to staliitten the +/- 1% gain varia-
tion. The HV clock was stopped during the exposure time odelfeames. This gain variation is
stable, which can be taken into account while processingpielata to yield accurate photometric
measurements.
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Fig. 11.— Stability of the EM gain. The plain line shows thediam of the data set while the
dashed lines shows a +/- 1% variatidmft: Stability over time.Right: Stability over frame.

3.5. Experimental SNR

Experimental SNR curves were obtained in lab. In order toa@sscene spanning about 3
orders of magnitude in contrast has been observed (figurbdt®ym panels). Two acquisitions
were performed: PC and AM, where the exposure time was seD&s@nd 0.5s, respectively.

Even though care has been taken to put the lab in total dasktiesbackground of the scene
was still very faintly lit (about 0.02 photon/pixel/secgnd/hich explains the background signal.
In total, 86000 images with an exposing time of 0.05s and 882@es with an exposing time of
0.5s were acquired. The same amount of dark frames havinggtihe exposure time were also
acquired to remove the CIC+dark component. The dark franees used to calculate the effective
EM gain, by histogram fitting (see section 3.2). The mean bassbeen extracted from the dark
frames and has been used to subtract the bias of all the teghes.

As for any CCCP data acquisition, the raw data coming out oc€B@uring this experiment
were stored in fits files during the acquisition and these filesthen processed off-line. The
resulting SNR curves are presented in figure 12. The framesencosmic ray was detected were
simply removed. This accounted for about 0.15% of the fraim&C and for about 1.5% in AM.
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3.5.1. PC processing

The PC frames were processed with a thresholsbofHowever, the sum of the PC frames,
minus the dark frames, gives only the amount of counted pisotp, whereas one wants to know
the sum of incident photong, There are two possible sources of losses:

e The threshold, which is responsible for the loss of the ev@ot amplified enough and
endeding-up in the read-out noise;

e The events that are lost due to coincidence.

The proportion of the events lost due to the threshqlds given by equation 2 if one uses
as\. The values of7 andcut were, in this case30c and5o, respectively. Thus, the correction
can be made simply by dividing thg by 1 — ¢;. This gives the amount of detected photaf)s,

The coincidence losses can be modelled by simple Poissstadistics. If the amount of
incident photonsf, is unknown, the probability of having zero photon is knowhisTis simply
1 —d,. Thus,1 — d, represents the probability of having zero photon under adfuk and f can
be recovered by means of

f=—In(1-d,) ®)
This correction, however, induces an excess noise thatsaal
1

At low flux, F,. approaches the value of 1. It is only under moderate fluxesrevboincidence
losses become important, thigt prevails.

Now, one can calculate the effective SNR of the image foryepetel. The SNR is given by

SNRpc =

f
: 8
v (8)
where N is the variance of the pixel over all the 86000 frames. ThiRkSNirve can then be
compared to the one of a perfect photon counting system whoise would be only the shot
noise, which isSNR = +/f. This gives the experimental points shown in figure 12, |efted.
The theoretical curve is given by

S
V(S+D)g’

whereSs is the incident flux,D is the mean CIC+dark rate (the mean of all the dark framesg. Th
term g is the excess noise induced by the coincidence loss andritsction that are implied by

SNRpc, = 9
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the PC processing:
S+ D
s (10)
In this case,D is 0.0023 event/pixel/image. Of course, all of these coiwas do not take into
account the photons lost due to the QE. However, there ismgp®CCP can do about it and the
plots are made according to a perfect photon counting sysdtatwould have the same QE as the

CCD97.

The agreement between the theoretical and the experinmmtads for the PC processing is
nearly perfect (figure 12, top left panel). The image resglfrom the averaging of all the 86000
frames is shown in the bottom left panel of the figure.

3.5.2. AM processing

The case of the AM processing is simpler. The flux in a pixeiveg by dividing its value by
the EM gain at which the image was acquired. The mean flux oftel,pf, is simply given by the
mean value of the same pixel across all the images minus thesignal measured for that pixel.
The SNR of a pixel is simply given by

SNRuy = . (11)

VN

whereN is the variance of that pixel through all the AM frames. Whieis SNR curve is hormal-
ized by the one of a perfect photon counting system, thissgilre experimental curve shown in
figure 12, right panel.

The theoretical curve of that figure is obtained by taking extcount the ENF;, that plagues
the EMCCD. Thus, the SNR equation is given by

/
\/(f2+d2)F2+U§ff7

whereo,; is the effective read-out noise. Since the EM gain is highr{36™ takes the value of
2. The CIC+darkg¢, is 0.0025 in that plot.

SNRay, =

(12)

In order to reach very faint fluxes with the AM processing,ltfes needs to have an extremely
high SNR. There must be as many frames used to build the biaem@sare light frames to process.
If not, since the same bias is used for all the light frames,nbise of the bias will become the
dominant source of noise in the final images. The PC proogssinot as sensitive as the AM
processing to the SNR of the bias. In PC, the bias’ noise willdmoved by the threshold applied
to the data.
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The plots also shows that the EM gain is accurately detemhindich is critical for AM
processing. The experimental AM plot would shift up or doiie EM gain would be underesti-
mated or overestimated, respectively.

3.5.3. Comments

A result of this experiment that might have struck an attenteader is the higher than ex-
pected CIC+dark rate in PC. On measurements made with hastofittings (as in figure 6), the
ClIC+dark rate was about 0.0018 focd o ratio of ~30. The fitting of the SNR curves needed a
CIC+dark level of 0.0023 in order to agree with the experitabdata. This is also the mean event
rate measured in the dark frames of the PC acquisition. Téhavour is explained through CIC
and dark electrons generated into the EM register. Thisagieement with the fact that the mean
source of CIC in CCCP/CCD97 comes from the CIC that is geadrito the horizontal register
(Daigle et al. 2008). Given that the EM register sole existdn driven by the fact that it generates
electrons, it is understandable that it generates CIC tak Blectrons can also be generated in
the EM register. The mean amplification of these CIC and degtmns varies according to the
elements into which the charge is created. The exact amd@iCothat is generated into the EM
register is hard to compare at differ&nto ratios. At lowG /o, mostly all of these CIC events will
end up in the read-out noise, making it impossible to couatnthSo, it has been decided not to
count them when comparing CIC levels. However, they mustheunted for in the SNR plots.

The effect of these lightly multiplied events will be stramgn the PC data than in the AM
data. The PC-processed data see an event as an event,esgafdts multiplication factor. The
AM-processed data, however, will see, on the average, #hesgs as having less than one input
electron. Thus, the CIC+dark level computed in PC will diffiom the one computed in AM.
As an example, the CIC+dark level of the PC dark frames (Oedf®sure time) of figure 12
is 0.0023. If these dark frames are processed in AM, the migaaldevel measured is 0.0015
event/pixel/image, which is closer to the values preseintédure 6. Given these facts, the thresh-
old used for the PC processing could be raised {&) to avoid counting some of theses events.
Of course, the proportion of counted photons would diminfshoptimum threshold, yielding the
best SNR, could be calculated.

The image of the low light scene (figure 12, bottom panel) shtrailing electrons behind
the most luminous pixels. The trail is about two orders of miagle fainter than the mostly lit
pixel on its line. This could be caused either by the low hamtal CTE in the EM register or the
heating of the multiplication register when many electraresgenerated into it. It is unlikely that
this trailing happens in the conventional horizontal reggisis there is very rarely more than one
electron per element in the PC image (the highest mean flungladiout 0.5 photon/pixel/image).
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Fig. 12.—Top: Experimental SNR curves. Curves were obtained by acqu80®00 images with
CCCP/CCD97 of a very low lit scene. The exposure time was0abisl 0.5s for the PC and AM
acquisitons, respectively. Both acquisition were made@lf @ ratio of 30. The theoretical plots
are those of an EMCCD having the safi¢o ratio and a CIC+dark rate of 0.0023 and 0.0025
for PC and AM, respectively. A pixel value distribution ispgimposed on the plotéeft: SNR
after PC processind@Right: SNR after AM processingBottom: Mean of all the images acquired
to produce the plots of the top pannels, dark+CIC subtradibd images are rotated by90rhe
horizontal shifting direction is from top to bottom and thextical shifting direction is from right to

left. Left: Image of the PC acquisition, after PC processiRght: Image of the AM acquisition,
after AM processing.
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Fig. 13.—Left: Same as the AM image of figure 12, but with an exposure timesqfes frame.
Right: Same as the left panel, but with an exposure time of 15s perdr

Surprisingly, this effect is less visible in the AM image, @b more electrons/pixel are gathered,
given the 10-fold increase in exposure time. This relatiold fior even longer exposing times, as
shown in figure 13, where exposure times of 5 and 15 secondsgmee were used, at the same
EM gain (AM processing). These frames also show that theslenty electrons are not the result
of an overflow of the horizontal register since it would worse the exposure time increases and
more electrons are gathered. This phenomenon, howevenotlicompromise the quality of the
scientific data, as discussed in section 4.

4. Scientific results

CCCP/CCD97 was tested at the focal plane of the FaNTOmM rakdgld spectrograph
(Gach et al. 2002; Hernandez et al. 2003). FaNTOmMM is badgiadibcal reducer and a narrow
band interference filter~{ 10,&) coupled to a high resolution{ > 10000) Fabry-Perot (FP) inter-
ferometer. FaNTOmM falls into the same instrument categsrihe newer GHFAS (Carignan et
al. 2008; Hernandez et al. 2008). The FaNTOmM instrumentistiyused to map the kinematics
of galaxies using the doppler shift of thexHine (such as in Hernandez et al. (2005); Chemin et al.
(2006); Daigle et al. (20Q9; Dicaire et al. (2008); Epinat et al. (2008)). ThexH¢mission comes
from both luminoudd;; regions and faint, diffuse & regions. There are a few strong sky emis-
sion lines caused by the OH radicals around but there are many dark regions in the spectrum as
well. Given the high spectral resolution of these obseovestj they are mostly read noise limited
instead of sky background limited. Moreover, since a FPriatemeter is a scanning instrument,
it is of great interest to scan the interferometer many tithesughout an observation to average
the photometric variations of the sky. This requires mamyrtséxposures (typically 5-15 seconds
between the moves of the interferometer). These kind ofrgbens are perfectly suited for a
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photon counting camera and this is the reason why FaNTOmMually fitted with an IPCS as
the imaging device.

The mean drawback of the IPCS is its low Quantum Efficiency)(@#ich is~ 20% for
the case of the IPCS of FaNTOmM. However, the IPCS have a wandbark noise, typically of
the order of10~° electron/pixel/second. The advantage of the EMCCD is alwio terms of
gain in QE if the CIC of the EMCCD is low enough (Daigle et al02). The results obtained in
lab with CCCP/CCD97 were promising. Engineering telesdope was obtained in September
2008 on the 1.6-m telescope of the Observatoire du mont hMégso test CCCP on real-world
objects. During this run, the CCCP/CCD97 camera was usduedbtal plane of the FaNTOmM
instrument, substituting the IPCS.

4.1. Observations

The galaxy NGC 7731 was observed during this run. This gdtesyalready been observed
with FaNTOmM/IPCS through the SINGSaHsurvey (Daigle et al. 20Q% This observation will
allow the comparison of the sensitivity of CCCP/CCD97 witNH OmM/IPCS.

The parameters of the observations are presented in tabhdl the data cubes were pro-
cessed with the data reduction techniques presented ineDatigal. (2006). The sky emission
was subtracted by a sky cube fitting. No spatial smoothingapadied. The Radial Velocity (RV)
maps were extracted and then cleaned by an automatic rahgéineorrelates a pixel to the contin-
uum and monochromatic flux-weighted value of the neighlmguadnes to determine its validity,
based on a maximum deviation. Then, a manual clean-up resrtbeepixels whose RV has been
incorrectly determined. This is usually due to some skyduels that are polluting the pixel.

In table 1, the plot of the mean flux per cycle is shown. Thigipted to the moon and sky
conditions, gives a rough idea of the quality of the data. Mben was absent when the observation
with the IPCS was made and the sky was mostly clear. Thusligia drop in the flux towards the
end of the observation can be explained by absorption. Onttiex hand, the moon was mostly
full (hence the engineering time) during the CCCP/CCD9&oletions and there was a few cirrus.
The cirrus were lit by the moon and this caused the flux to oseatds the end of the AM and at
the beginning of the PC observation. Moreover, the moogistlexcites the OH radicals in the
upper atmosphere and makes them glow brighter. This cabieesky emission lines aroundoH
to be stronger, which, once subtracted, leaves a noisiégbaand due to shot noise. The same
thing happens once the brighter foreground caused by thelgliit by the moon is subtracted. It
thus takes more photons from the galaxy to reach a given ShiRiIGCCP/CCD97 observations.

On the other hand the interference filter’s transmission alsanges from the IPCS to the
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Table 1: Parameters of thenHFabry-Perot observations of NGC 7331.

Observation name IPCS AM PC
Detector GaAs IPCS CCCP/CCD97 CCCP/CCD97
Geometry 512 x 512 512 x 512 512 x 512
Pixel size () 1.6 1.07 1.07
QE at Hv (%) ~ 20 ~ 90 ~ 90
o /G ratio N/A 30 30
CIC (¢ - frame™) N/A 0.0015 0.0022
Dark current§ - s—1) 0.00001 0.0012 0.0012
Processing PC AM PC
Date (UT) 2002-11-03 2008-09-11 2008-09-11
Time (UT) 23:15:00 00:30:00 04:15:00
Telescope OMM 1.6-m OMM 1.6-m OMM 1.6-m
Exterior T° (°C) -12 3.5 3.5
Moon age (days) 27 11 11
Moon illumination (%) 3 90 90
Cirrus  towards Cirrus at the be-
Sky conditions Mostly clear the end of the ginning of the in-
integration tegration
Mean flux / cycle % W\ k
Integration time /image (s)  0.025 5 0.5
Images / channel 400 1 10
Integration time / channel (s) 10 5 5
Number of channels 48 48 48
Number of cycles 19 43 41
Total integration time (min) 152 172 164
Filter name M3 M3 M3
Filter A.ener at outdoor T (A) 6578.4 6580.9 6580.9
Filter FWHM (A) 15.5 15.5 15.5
FP order at K 765 765 765
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CCCP/CCD97 observation because of the exterior temperaBiven its systemic velocity of 816
km/s, NGC 7331’s rest bl wavelength is at 6580 Its Ho emission was better centred in the
CCCP/CCD97 observation. On the IPCS observation, thisldlamlyantage the approaching side
of the galaxy while weakening the receding side.

4.2. IPCS and CCCP/CCD97 comparisons

On the whole, it is a delicate matter to compare observatinade under different envi-
ronmental and photometric conditions. Nevertheless, tieevations should give a first order
estimate of how does the CCCP/CCD97 compares to the IPCSMbm@chromatic Intensity
(MI) maps and the RV maps of all the observations are providdigures 14 and 15. One strik-
ing observation is that, even tough the integration timeoimgarable between the IPCS and the
CCCP/CCD97 observations, the galaxy’s approaching siblarsly visible on the Ml map of the
IPCS. This is reflected in the RV map, which shows only a fewsgpaixels from this side of the
galaxy. By comparing with the CCCP/CCD97 observations,duiestionable whether these pixels
are giving an accurate reading of the rotation velocity @ #ide of the galaxy. Even tough the
observation’s conditions were different, it is hardly cemable that the IPCS observation could
have gone deeper than the CCCP/CCD97 observation evenfatipeonditions. Moreover, the
colder temperature at which the IPCS data were acquireddhdvantage the approaching (red)
side as compared to the CCCP/CCD97 observation.

4.3. Efficiency

The efficiency at which the data were gathered is outlinedduyr& 16. These figures shows
the pixel’s mean intensity distribution in the data cubgsesimposed on the expected SNR curve
for that flux regime. It shows that all the observations weealenin roughly the best conditions
for the detectors and their modes of operation. The IPCS mpe@hflux is very low: the IPCS is
operated at 40 frames per second but does not suffer fromTQI@, there is no loss at operating
that fast.

4.4. PC versus AM processing

The observing conditions prevailing when the PC and AM datses were gathered were not
stable enough to provide a convincing comparison. One ceegdhat the background of the Ml
map of the PC observation is smoother (figure 14). The RV mapheAM observation looks
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Fig. 14.— Monochromatic intensity maps, after the sky emissemoval. Top left: IPCS.Top
right: CCCP/CCD97, 5s exposing time per image, AM processBagtom left: CCCP/CCD97,
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per image, AM processing.



28—

T T T
I 1000 I 1000
+28"— — +28™— —
{900 900
+26"— — +26™— —
g B 1 I €
8 I € £
P e 1 F o800
+24m— — +24m— —
700 700
+22"— — +22m— —
600 600
+34%20700° [— - 4 34920000 — _
| . . | . . | . . . | |
22'37M18* 377000 36745° 22°37ms 36745"
T
I 1000 I 1000
+28"— — +28m— —
900 900
+26" — — +26™— —
g 4 4
< I L
8 I € £
e e 1 Fqso0
247 — — +24m— —
700 700
+22m— — +22m— —
600 600
+34°20700° [— — +34920m00°|— —
| | | . . | . . . |
22'37m18* 36745° 22°37™* 37700° 36745°

a (2000)

Fig. 15.— RV mapsTop left: IPCS.Top right: CCCP/CCD97, 5s exposing time per image, AM
processing.Bottom left: CCCP/CCD97, 0.5s exposing time per image, PC proces8ingom
right: CCCP/CCD97, 0.5s exposing time per image, AM processing.
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Fig. 16.— Pixel flux distributions of the observation of NGB834. The dotted line shows the pixel
flux distribution and the plain line shows the relative SNR@&sted for this flux. The SNR curve
includes the QE, CIC, dark and exposing time parameterdtd fa Top left: PC observation, 0.5s
per image. The flux has been corrected for the coincidenses$psvhich explains the possibility to
have more than one photon per imagep right: AM observation, 5s per imag&ottom: IPCS

observation. Given the high frame rate of the IPCS, thereiseed to correct the coincidence
losses.
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Fig. 17.— Differences between the PC and AM processing oftdrae observation. The gray
pixels represents pixels that are present in the RV mapstof frocessingsLeft: Black pixels
represents the pixels that are unique to the PC-processendRVRight: Black pixels represents
the pixels that are unique to the AM-processed RV map.

"skinny” as compared to the PC one. On this side, it is betteely on experimental data taken in
lab in order to compare both operating modes with their retisgeintegration time (section 3.5).

One comparison that is absolute, however, is the compaattre PC and AM processing
on the data acquired at 0.5s per frame on CCCP/CCD97 (the 8&wation). Since there are very
few pixels having~1 photon per image (figure 16), the effective SNR of the dabee @rocessed
in PC should be higher than the one processed in AM. But how thae obvious fact influences
the quality of the reduced data of NGC 73317

The bottom panels of figures 14 and 15 shows, respectivelyntimochromatic intensity and
the RV maps of both the PC and AM processing of the PC obsendfirst, the monochromatic
map of the PC processing shows a smoother and darker backrahich means that the sky
emission has been better removed. This is very importantah allow the resolving of the radial
velocity of fainter regions of the galaxy. Next, the RV maptioé PC processing shows a more
extended coverage of the signal. This extended coverageisas more pixels near the edge of
Hy; regions and more sparse pixels in diffuse egions. Figure 17 enhances these differences
by drawing in black the pixels that are exclusive to the PC b RV map. There are far more
pixels exclusive to the PC RV map than there are for the PC AM.nT&us, as expected, the PC
processing yields a better, richer RV map than the AM prangss
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5. Summary and conclusions

A new camera built using CCCP, a CCD Controller for Countitgptens, and a scientific
grade EMCCD CCD97 from e2v technologies was presented.cHmgra combines the high QE
of the CCD to the sub-electron read-out noise of the EMCCIbwathg extreme faint flux imaging
at an efficiency that is comparable to a perfect photon cogrdevice. Laboratory experiments
showed that the camera behave exactly as predicted by thedeyms of relative SNR as a func-
tion of the flux, down to flux as low as 0.001 photon/pixel/iraag

It has been shown that the CCCP/CCD97 camera yields very I@#dark levels at high EM
gain, which represents a significant advance in the semgithat an EMCCD camera equipped
with a CCD97 can achieve. Moreover, it has been demonstitaa¢the CTE figure of the EMCCD
can be better handled with CCCP. It is beyond the scope ofptiper to describe in details the
clocking that is applied to the CCD97 to yield the lower ClQ@ldmnigher CTE. Interested readers
are invited to read Daigle et al. (in preparation).

Both PC and AM processing were compared and it has been démiasthat the PC pro-
cessing effectively allowed the achievement of a better SNiRhe same data-set. Evidences that
the PC processing yields a better SNR than the AM processiray at 10 times the frame rate,
for the same total integration time, were presented. Giliahthe theory behind the SNR of an
EMCCD seems well understood, one could argue that the P@gsorg should yield a better SNR
at low and moderate fluxes, even at a higher frame rate, asarechfo AM processing.

The performance of CCCP/CCD97 was compared to the one of & @hdtocathode-based
IPCS on an extragalactic target in shot noise-dominatatheegl he achieved SNR of the CCCP/CCD97
observations is superior to the one achieved with the IP@8udh it is delicate to compare two
independent observations taken at different photometnaitions, the results presented could
hardly be due solely to the photometric conditions. The CATW®M97 camera must be, at some
level, more sensitive than the IPCS, for the flux regime attvitihe data were acquired.

A new camera that will use the second version of the CCCP aclbeitis under construction
at the LAE in Montréal. It will use a larger 1600 1600, non frame transfer, EMCCD from e2v
Technologies. This camera will be used as the high resolw#mera at the focal plane of the
3D-NTT instrument (Marcelin et al. 2008) that is expectediake first light at the end of 2009.

O. Daigle is grateful to the NSERC for funding this study tgbuts Ph. D. thesis. We would
like to thank the staff at the Observatoire du mont Mégafdictheir helpful support, and the
anonymous referee for its valuable comments.

Facilities: Observatoire du mont Mégantic (OMM), Laboratoire d’Agtihgsique Expérimentale
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